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Abstract: 

 Online social networks play an important role in personnel and business life of many 

individuals. The rapid usage of OSN leads to many issues like privacy, misleading and unrelated 

information/messages on user’s walls.  In this paper we are addressing an issue of unwanted 

messages. We are using rule based system to customize the user’s messages on the walls and a 

neural network classifier to filter and remove unwanted messages automatically using content-

based filtering. 
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1.  Introduction 

 Online Social Networks plays an 

important in the usage of internet applications. 

Millions of people are using Online Social 

networks like Facebook, Twitter, Linked in etc. 

These applications improve the social and public 

relationships. Each user can maintain his 

personnel information like date birth, interests, 

hobbies, current location, job and so on. This 

information is completely private to the user and 

some part of information can be visible to his 

friends, and relations. User can share some data 

like status, images and any content on his friends 

and public profile. By using this public 

information and information of users friends of 

friends the attackers can be get the personnel 

information of the user. The gathered 

information can be misused by attackers to 

publish adds etc. 

 Along with privacy controlling 
information on user’s walls is another major 

issue in Online Social Networks. There is a 
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very high chance of posting unwanted 

content on particular public/private areas, 
called in general walls. So, to control this 
type of activity and prevent the unwanted 

messages which are written on user’s wall 
we can implement filtering rules (FR) in our 

system. Also, Black List (BL) will maintain 
in this system. OSNs provide support to 
prevent unwanted messages on user walls. 

For example, Facebook allows users to state 
who is allowed to insert messages in their 

walls (i.e., friends, friends of friends, or 
defined groups of friends). However, no 
content-based preferences are supported and 

therefore it is not possible to prevent 
undesired messages, such as political or 

vulgar ones, no matter of the user who posts 
them. 
 

2. Related work: 

 We are proposing a new online 

social network to customize and filter the 
unwanted messages using content based 
filtering. There is a lot research going on 

this issue. The work mainly classified into 
three ways. 

 2.1 Content based filtering 
 2.2 Collaborative filtering 
 2.3 Policy based filtering 

2.1 Content based filtering 

 In content-based filtering, each user 

is assumed to operate independently. As a 
result, a content-based filtering system 
selects information items based on the 

correlation between the content of the items 
and the user preferences as opposed to a 

collaborative filtering system that chooses 
items based on the correlation between 
people with similar preferences [1], [2]. 

Content-based filtering is mainly 
based on the use of the ML paradigm 

according to which a classifier is 
automatically induced by learning from a set 

of pre classified examples. A remarkable 

variety of related work has recently 
appeared, which differ for the adopted 
feature extraction methods, model learning, 

and collection of samples [3], [4],[5], [6], 
The feature extraction procedure maps text 

into a compact representation of its content 
and is uniformly applied to training and 
generalization phases. Several experiments 

prove that Bag-of-Words (BoW) approaches 
yield good performance and prevail in 

general over more sophisticated text 
representation that may have superior 
semantics but lower statistical quality [7], 

[8]. As far as the learning model is 
concerned, there are a number of major 

approaches in content-based filtering and 
text classification in general showing mutual 
advantages and disadvantages in function of 

application dependent issues. In [10], a 
detailed comparison analysis has been 

conducted confirming superiority of 
Boosting-based classifiers [11], Neural 
Networks [12], [13], and Support Vector 

Machines [14] over other popular methods, 
such as Rocchio [15] and Naıve Bayesian . 

However, it is worth to note that most of the 
work related to text filtering by ML has been 
applied for long-form text and the assessed 

performance of the text classification 
methods strictly depends on the nature of 

textual documents. 
 

2.2 Collaborative filtering 

 In collaborative filtering information 
will be selected on the basis of user’s 

preferences, actions, predicts, likes, and 
dislikes. Match all this information with 
other users to find out similar items. Large 

dataset is required for collaborative filtering 
system. According to user’s likes and 

dislikes items are rated. 
2.3 Policy based filtering: 
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 In policy based filtering system users 

filtering ability is represented to filter wall 
messages according to filtering criteria of 
the user. Twitter is the best example for 

policy based filtering [16] In that 
communication policy can be defines 

between two communicating parties.  
 

3. Proposed System: 

 We are proposing new way of 
blocking the unwanted messages on users 

walls by using neural network classifier and 
filtering rules. The proposed system contains 
the following modules called  

 3.1 Short text classifier 
 3.2 Blocking the unwanted messages 

 
3.1 Short text classifier 

 Aim of the short text classifier is to 

recognize and eradicate the neutral 
sentences and categorize the non neutral 

sentences in step by step, not in single step. 
This classifier will be used in hierarchical 
strategy. The first level task will be 

classified with neutral and non neutral 
labels. The second level act as a non neutral, 

it will develop gradual membership. These 
grades will be used as succeeding phases for 
filtering process. Short text classifier 

includes text representation and neural 
network classification.  
Text representation: 

 Representing the text of a document 
is critical,which will affect the classification 

performance. Many features are there for 
representation of text ,but we judge three 

types of features. BOW, Document 
properties (DP) and contextual features. 
BOW and Document properties are already 

used in[17], are endogenous that is , text 
which is entirely derived from the 

information within the text message. 
Endogenous knowledge is well applicable in 

representation of text. It is genuine to use 

also exogenous knowledge in operational 
settings. Exogenous knowledge is termed as 
any source of information from outside the 

message but directly or indirectly 
communicate to the message itself. CF 

modeling is introduced; its feature is to 
understand the semantics of message. DP 
features are heuristically evaluated. some 

domain specific criteria is considered, trial 
and error procedures are needed for some 

cases. Some of them are,  
Correct words: It states the amount of 
terms. Correct words will be calculated.  

 Bad words : comparison to the correct 
words will be evaluated. collection of dirty 

words will be determined. 
Capital words: It will say about the amount 
of words written in message. Percentage of 

words in capital case will be calculated.  
Punctuations characters: Percentage of 

punctuation character over the total number 
of character will be calculated. 
Exclamation mark: Percentage of 

exclamation marks over the total number of 
punctuation characters will be calculated.  

Question marks: Percentage of question 
marks over the total number of punctuation 
character will be evaluated. 

Neural Network Classifier 

 The neural network classifier has 

two stages. First stage involves the training 
of the classifier to detect unwanted 
messages. The second stage testing and 

identifying the unwanted messages. We are 
using supervised learning algorithm to 

detect error rate in back propagation 
algorithm to update the weights during 
traing. We are maintaining set of input and 

output words as training patterns like 
{(kill,bad word),(good, good word),(xxx,bad 

word)……..}. This is our training dataset 
updates when a new word comes. The final 
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set of updated weights is obtained after 

certain no of iterations. These weights are 
used to for testing and blocking the 
unwanted messages by social network 

manager. 
 

3.2 Blocking the unwanted messages: 

  This is another important module of 
our proposed system which uses the neural 

network classifier to classify the unwanted 
or bad messages which should not be posted 

on the user’s walls. Even the messages sent 
by friends also will be blocked if the 
message contains more bad words.  

4. Algorithm: 

Input: Messages, training data set 

Output: Blocking messages 

Algorithm: 

Step1: remove unnecessary words like 

punctuation marks, exclamation mark, 
Question mark etc. 

Step 2: Train the neural network classifier to 
classify the bad words and good words. And 
obtain the weights for testing any images.  

Step3: Block the message by using the 
neural network classifier.  

  
5. Conclusion: 

 Our proposed system dynamically 

blocks the unwanted messages on user’s 
wall in Online Social networks. Even 

thought it looks simple technique the 
performance of blocking system improves. 
The efficiency of the classifier depends on 

the training data set. We have include the 
more words to get most optimal results. We 

can extend our work for filtering the 
unwanted images too. 
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